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ABSTRACT 

This research intends to revisit the underinvestment problem and corporate hedging policy 

using panel data of U.S. oil producers. Contrary to the first hypothesis, I find that the relation 

between firms’ growth opportunities and hedging activities varies based on the proxy used for 

investment opportunities. Moreover, I observe that firms with higher costs incurred for 

investments in oil and gas reserves concurrent with low liquidity levels hedge to a greater extent. 

Firms with a higher correlation between their cash flows and their investment expenses hedge less 

than the other firms. I also find results contradictory to the overinvestment problem proposed by 

Morellec and Smith (2007) as a determinant of corporate hedging decisions.
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I. INTRODUCTION 

 

In the basic Modigliani-Miller (1958) model with no imperfections, there would be no 

incentive for non-financial firms to engage in the use of derivatives. However, some forms of 

imperfections lead to issues such as agency problems, which can provide such incentive for firms 

to hedge. Agency problems are conflicts that occur either between the managers of a firm and its 

shareholders or conflicts between the shareholders of a firm and its debtholders. The role of the 

manager of a firm is to maximize firm value while minimizing agency costs and other costs related 

to market imperfections. In this research, I will focus on the agency conflicts between shareholders 

and debtholders and, more precisely, on the underinvestment problem. The underinvestment 

problem occurs when firms forego positive NPV projects. The main reason behind this situation 

is explained by the respective payoff structures of debt and equity holders. In some instances, 

undertaking positive NPV projects can reduce shareholders’ wealth when the gains from that 

project accrue primarily to the debtholders. For this research, I will be interested in determining 

the relation between corporate hedging and the investment opportunities of non-financial firms.  

Studying non-financial firms is important because their motivations and strategies for using 

derivatives are not well understood in the financial literature. One of the shortcomings of the 

existing studies is that the empirical results are inconclusive and often inconsistent with the 

theoretical framework for using derivatives. While theoretical frameworks provide insight as to 

why firms should engage in risk management activities, they have not been successfully explaining 

the empirical findings on the topic in the last few decades (see Morellec and Smith, 2007). We 

have an idea of potential determinants that managers employ to make risk management decisions. 

However, for many reasons, it is very difficult for researchers to empirically show the decision-

making process of managers in their choice of hedging. Another reason for using non-financial 

firms is because those firms less frequently make use of derivatives for trading purposes as 

opposed to financial firms, which may bias the results on the determinants of hedging policy.  

The motivation behind this research is to try to understand further the implications and 

determinants of corporate hedging by testing various hypotheses related to the underinvestment 

problem on a sample of 95 oil and gas companies. I test 4 hypotheses, 3 of them coming directly 

from Gay and Nam (1998) on the underinvestment problem while the fourth one is inspired by 

Morellec and Smith (2007) on the overinvestment problem. The hypotheses are as follows: 
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Hypothesis 1: Firms with greater investment or growth opportunities will make greater use of 

derivatives. 

Hypothesis 2: Firms with enhanced investment opportunities concurrent with low levels of 

liquidity will make greater use of derivatives than similar firms with high liquidity. 

Hypothesis 3: Firms with a greater correlation between cash flows and investment expenses will 

hedge less. 

Hypothesis 4: Firms with fewer investment opportunities concurrent with high liquidity will make 

greater use of derivatives than similar firms with low liquidity. 

Using six growth opportunity proxies, I test the four hypotheses through univariate tests and 

probit regressions. For the first hypothesis, results suggest that the relation between growth 

opportunities and hedging intensity varies based on the proxy used for growth opportunities. For 

the second hypothesis, I find that firms having high costs incurred for investment in oil and gas 

reserves relative to their size hedge more if those firms also have low liquidity levels. For the third 

hypothesis, I find that firms having a higher correlation between their cash flows and investment 

expenses will not hedge as much as firms that have a low correlation. This result is consistent with 

what is hypothesized. For the last hypothesis, I find results inconsistent with the overinvestment 

problem proposed by Morellec and Smith (2007). The results are discussed in detail in the 

following sections. 

The remainder of the research is organized as follows. Section II presents a review of the 

existing literature on the determinants of corporate hedging policies and more specifically the 

underinvestment problem. Section III describes the data and the methodology applied to test the 

four hypotheses. Section IV is a discussion and description of the results found. Finally, Section 

V concludes the research while Section VI presents the different tables.

 

II. LITERATURE REVIEW 
 

One issue with the underinvestment problem and corporate derivatives use is that the empirical 

findings from prior research are not always in line with the theoretical frameworks. Froot, 
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Scharfstein, and Stein (1993) provide a general framework to analyze corporate risk management 

policies. The model develops on the concept of the underinvestment problem, which was also 

introduced as “debt overhang” by Myers (1977). The framework suggests that the underinvestment 

problem can occur for highly leveraged firms whose shareholders only have a small claim on a 

firm’s assets and for which the benefits of profitable investment projects accrue primarily to 

bondholders and may not be undertaken by managers. Moreover, when raising external funds is 

costly, the problem of underinvestment is more prone to be important for firms. Derivatives can 

be used to increase shareholder value by coordinating the need and availability of internal cash 

flows to finance positive net present value projects. 

Mian (1996) provides empirical evidence on the determinants of corporate hedging decisions. 

Mian’s hypothesis related to contracting costs stipulates that since the underinvestment problem 

is more pronounced for firms with more discretion in their choice of investment decisions, hedgers 

are predicted to be firms that derive a relatively higher proportion of their market value from 

growth options relative to their assets in place. In this case, the use of hedging instruments would 

be seen as a way to mitigate the contracting costs of the firm, or more precisely, the agency costs 

related to the conflicts between the stockholders and the bondholders. Mian used 1992 data from 

3,022 non-financial firms, including 771 hedgers and 2,251 non-hedgers. As a proxy for the 

investment opportunities of the firm, he employed the market-to-book ratio. Mian ran a univariate 

test for each potential determinant of corporate hedging on the hedging level for both hedgers and 

non-hedgers separately. Second, he ran a logistic regression relating the probability of hedging to 

the determinants of hedging. Lastly, he made some robustness checks to see whether his results 

were impacted by the potential presence of speculators in his sample. Mian included in the sample 

of the last model only firms that explicitly state that they hedge exposures (hedgers) to remove the 

impact of potential speculators in the sample. Contrary to the hypothesis, the main conclusion is 

that the probability of hedging is negatively related to the market-to-book ratio and that the results 

are not biased by the presence of potential speculators in the sample. He also finds that this 

relationship varies across the type of risk hedged.  

Gay and Nam (1998) specifically focus on the underinvestment problem and use univariate 

tests as well as tobit models to test three hypotheses. Their final sample is composed of 325 

derivatives users and 161 non-users at the fiscal year-end of 1995. Their three hypotheses are the 



7 
 

same first three hypotheses that I test in this research and are organized as follows: Firms with 

more growth opportunities will make greater use of derivatives, firms with more opportunities 

concurrent with low levels of cash stocks will use derivatives more than similar firms with high 

cash stocks, and firms with a greater correlation between cash flows and investment expenses will 

use derivatives less. As proxies for growth opportunities, they consider five variables: normalized 

research and development expenses, market-to-book ratio, Tobin’s Q, the price-to-earnings ratio 

(P/E), and the cumulative abnormal return (CAR). In their regressions, the dependent variable is 

equal to each firm’s notional dollar amount of derivatives normalized by total assets, and zero for 

non-users. Additionally, they introduce a dummy variable for the purposes of testing the second 

hypothesis which splits the data between firms for which the underinvestment problem is 

considered to be the greatest and the lowest. Thus, the dummy variable is an explanatory variable 

and takes the value of one for firms that have simultaneously high investment opportunities and 

low cash levels and zero otherwise. For the first hypothesis, Gay and Nam (1998) find consistent 

results as all five growth variables have a positive coefficient and are statistically significant at the 

1% or 5% levels. This result suggests that firms with higher growth opportunities also have a 

higher notional amount of hedging scaled by total assets. For the second hypothesis, they also find 

consistent results. The dummy variable coefficient is positive across all five variables, although 

statistically significant only across two out of five growth proxies. This result suggests that firms 

with high growth opportunities and low cash levels will make greater use of derivatives. For the 

last hypothesis, the variable of interest is the correlation between the firm’s cash flows and 

investment expenses. They find a statistically significant and negative correlation coefficient 

across all growth proxies. This result confirms the third hypothesis that firms for which cash flows 

are correlated with their investment opportunities will not hedge as much as firms having a low 

correlation between cash flows and growth opportunities. Overall, as opposed to Mian (1996), 

their results are consistent with the general framework provided by Froot et al. (1993).  

In their research, Geczy, Minton, and Schrand (1996) focus on understanding why firms make 

the use of currency derivatives, a tool employed by firms to hedge their risk exposure to exchange 

rate movements. They hypothesized that hedging can reduce underinvestment costs associated 

with investment opportunities in the presence of financial constraints. To obtain those results, they 

constructed a sample of 372 industrial US firms that have a least one source of foreign exchange-

rate exposure at the year-end of 1990. As proxies for the growth opportunities available to a firm, 
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they utilize three different measures which are: the ratio of a firm’s research and development 

(R&D) expenditures to its sales, the ratio of a firm’s capital expenditures for property, plant, and 

equipment (PP&E) to firm and the book value of a firm’s common equity scaled by its market 

value. To test their hypotheses, they performed univariate tests as well as logit regressions. Logit 

regressions are employed to distinguish among the variables for the use of derivatives. For the 

independent variable, they employ a dummy variable, equal to one in the case where the firm uses 

currency derivatives, and zero for firms that do not use currency derivatives. They find results 

consistent with their hypothesis, such that firms with greater growth options are more likely to 

employ currency derivatives as a way to mitigate the underinvestment problem. Although 

impossible to fully remove potential endogeneity problems, they conducted a variety of robustness 

checks and found results in line with the general risk management framework.  

Bartram et al. (2003) argue that there is a lack of data and research on the use of derivatives by 

non-financial firms outside the United States. Their research intends to bridge that gap by studying 

the use of derivatives by firms across 48 countries. They also make the hypothesis that the market-

to-book ratio variable will be positive, which supports the underinvestment theory that firms with 

higher investment opportunities will hedge more. Contrary to their hypothesis, the authors find a 

negative coefficient for the market-to-book ratio, the main proxy for a firm’s investment 

opportunities. This result suggests that when using the sample of international firms, firms with 

more investment opportunities tend to hedge less, which is the opposite result of the framework 

proposed by Froot et al. (1993). 

Morellec and Smith (2007) further contribute to the literature by incorporating manager-

shareholder conflicts as a determinant of corporate hedging policy and develop a hypothesis for 

the contradictory results found by Bartram et al. (2003). The main idea behind the research is that 

both the underinvestment and overinvestment problems play a dynamic role in a firm’s risk 

management policy. The overinvestment problem, also referred to as “empire building”, occurs 

when managers of firms derive utility from undertaking investment projects, no matter if they have 

a positive or negative net present value (NPV). Their analysis confirms Bartram et al. (2003) 

findings and provides a potential explanation for it. According to the authors, “firms that derive 

more of their value from assets in place [...], although having lower costs of underinvestment, 

generally display larger costs of overinvestment” (Morellec and Smith, 2007). This suggests that 
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firms having lower growth opportunities may hedge more to mitigate the overinvestment problem. 

This development made by Morellec and Smith (2007) may in part explain why we find 

contradictory results in the literature on the underinvestment problem. Other reasons such as 

potential endogeneity issues and reverse causality may also play a part in the inconsistency 

between the empirical findings and the theory.  

Rampini, Sufi, and Viswanathan (2014) challenge the existing literature that the level of 

financial constraints of a firm should have a positive relation with risk management intensity. 

Indeed, they develop a dynamic risk management model that predicts that more financially 

constrained firms should engage less in risk management based on the fact that collateral constraint 

is the link between a firm’s access to external financing and risk management. In other words, 

there is a trade-off between a firm’s financing and its hedging practices since a financially 

constrained firm needs to have enough collateral to cover both payments on external capital and 

payments to hedging counterparties. Using a panel data sample of 23 US airlines between 1996 

and 2009 to test their dynamic risk management model, they find results that are consistent with 

their prediction that financially distressed airlines hedge less. They also find that this result 

becomes even more significant in the case of financial distress. Indeed, distressed airline firms 

reduce commodity price hedging by as much as 30%. 

 

III. METHODOLOGY 

In this section, I will present the four different hypotheses that I test in this research.  

Subsequently, I describe the sample, the variables, and the methods of estimation to conduct these 

four hypotheses.  

A. HYPOTHESES 

To identify the relation between firms’ investment opportunities and corporate derivatives 

policy, I investigate four different hypotheses. The first three hypotheses of the research were 

developed by Gay (1998) and have the goal of further understanding the real implications of the 

underinvestment problem. The fourth hypothesis is inspired by the developments made by 
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Morellec and Smith (2007) and their proposition that the overinvestment problem also has an 

impact on corporate derivatives use. These four hypotheses are as follows: 

Hypothesis 1: Firms with greater investment or growth opportunities will make greater use of 

derivatives. 

Hypothesis 2: Firms with enhanced investment opportunities concurrent with low liquidity ratios 

will make greater use of derivatives than similar firms with high liquidity ratios. 

Hypothesis 3: Firms with a greater correlation between cash flows and investment expenses will 

hedge less. 

Hypothesis 4: Firms with fewer investment opportunities concurrent with high liquidity ratios will 

make greater use of derivatives than similar firms with low liquidity ratios. 

B. SAMPLE DESCRIPTION 

The initial sample was composed of 6,326 quarterly observations across 150 oil and gas 

companies between 1998 and 2010. The sample was collected by Professor Mohamed Mnasri as 

part of his Ph.D. research. He retained firms that met the three following criteria: “They have at 

least five years of oil reserve data during the 1998-2010 period, their 10-K and 10-Q reports are 

available from the EDGAR website, and the firm is covered by Compustat” (Dionne and Mnasri, 

2018). Financial data on these companies were also collected and provided by Professor Mohamed 

Mnasri. He collected most of the data from sources such as WRDS, Thomson Reuters, and 

Bloomberg while data about hedging activities were hand-collected through the companies’ 10-K 

and 10-Q reports. As for hypothesis testing purposes, the sample was further reduced to 1,294 

quarterly observations across 95 oil and gas companies. This reduced sample includes only firm-

quarter observations that qualified as either having a high or low hedging intensity. Table 1 

presents the summary statistics of oil hedging by horizon of the initial sample. HR0 stands for the 

oil hedging ratio in the current year while the following five hedge ratio measures are the hedge 

ratios for one to five years ahead. As we can see, the oil hedging ratio is decreasing significantly 

as the horizon increases, having only 61 firm-quarter observations hedge for five years ahead.  
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C. VARIABLE DESCRIPTION 

In this subsection, I describe the key variables employed in the research and I divide them as 

follows: the dependent variables, the growth variables, the dummy variable, and the control 

variables.  Table 2 presents a summary statistic of the variables for the 150 U.S. oil producers. 

Table 3 presents the pairwise correlations of the variables used in the various regressions. From 

the correlation matrix, I find that only 6 correlations out of 153 are higher than 0.5 namely, 

dividend payout and the number of analysts with respect to gas reserve, gas price volatility and oil 

spot price with respect to the gas spot price, gas geographic diversification with respect to oil 

geographic diversification, and oil price volatility with respect to oil spot price. Table 4 presents a 

summary of the construction of the explanatory variables and their predicted coefficient signs.  

1. DEPENDENT VARIABLE 

In the regressions tested in the next section, the dependent variable is a dummy variable based 

on the firms’ oil hedging ratio. The dummy variable takes the value of one for firm-quarter 

observations having a high hedging intensity and zero for firm-quarter observations having a low 

hedging intensity. To qualify as having a high hedging intensity, a firm-quarter observation must 

have an oil hedging ratio for the current year higher than the third quartile cut-off point. On the 

other end, to qualify as having a low hedging intensity, a firm-quarter observation must have an 

oil hedging ratio for the current year lower than the first quartile cut-off point. The cut-off points 

are calculated from the 2,587 quarterly observations having a non-zero oil hedging ratio in the 

current year. All firm-quarter observations having a hedging intensity that happened to be between 

the first and third quartiles were removed, decreasing the sample to 1,294 observations. 

2. GROWTH VARIABLES 

As the theory suggests that greater investment opportunities lead to a greater underinvestment 

problem, investment opportunity proxies are needed for regression testing purposes. I choose six 

investment opportunity proxies based on the existing literature. In his research, Gay (1998) utilized 

normalized research and development expenses, market-to-book ratio, Tobin’s Q, P/E ratio, and 

the cumulative abnormal return. In this research, the first growth variable is the market-to-book 
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ratio, calculated as the market value of a firm’s equity by the book value of the firm’s equity at 

quarter-end.  

As a second growth variable, I employ Tobin’s Q, calculated as the book value of debt plus 

the book value of preferred shares plus the market value of equity divided by the book value of 

total assets. In their research on proxy variables for investment opportunities, Adam and Goyal 

(2008) find that Tobin’s Q and the market-to-book assets ratio (MBA) are highly correlated and 

can be employed interchangeably. They also find that the market-to-book assets ratio has the 

highest information content as a proxy for investment opportunities and the most relevant proxy. 

In this research, Tobin’s Q is thus a potential improvement for the market-to-book ratio proxy.  

As the normalized research and development expenses calculated by Gay (1998) may not be 

as suitable for research on oil and gas companies, the third variable in this research is calculated 

as a firm’s costs incurred for investment in oil and gas reserves divided by the firm’s size1. The 

investment costs include costs related to the acquisition, exploration, and development of oil and 

gas reserves. This variable is referred to as “R&D” in the various tables that appear in this research.   

A widely accepted concept is that growth firms tend to have higher P/E ratios. Based on this 

belief, the P/E ratio is the fourth growth variable of this research. The P/E ratio of a firm is 

calculated as its stock price at quarter-end divided by its earnings per share.  

The variable named “investment opportunities” in Dionne and Mnasri (2018) is the fifth 

growth variable of this research. This variable is calculated as a firm’s quarterly capital 

expenditures scaled by the property, plant, and equipment at the beginning of the quarter. This 

variable is referred to as “investment opportunities” in the various tables of this research.  

Reserves and resources are two measures that can be utilized as proxies for investment 

opportunities for firms in the oil and gas or mining industries. Adam and Goyal (2008) find that 

reserves contribute significantly more to the value of investment opportunities than do resources. 

Based on these findings, the last growth variable is the oil reserves, calculated as the sum of 

 
1 Firm size is calculated as the log of the sum of the market value of equity plus the book value of debt plus the book 

value of preferred shares.  
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developed and undeveloped oil reserves. This variable is measured annually, thus the same oil 

reserve measure appears across the quarters of the same fiscal year.  

Due to their respective distributions, the log of the market-to-book ratio, Tobin’s Q, the P/E 

ratio, and oil reserves are employed.  

3. DUMMY VARIABLE 

Similar to Gay (1998), I introduce a dummy variable as an explanatory variable to test the 

second and fourth hypotheses on the risk management practices of firms based on their investment 

opportunities concurrent with their level of cash. The rationale behind this dummy variable is to 

separate firms that are more prone to have an important underinvestment or overinvestment 

problem from the rest and see if there are any differences in their hedging practices. To do so, I 

construct the cash stock ratio, calculated as a firm’s cash and short-term investments divided by 

its total assets. Next, I separate the sample into two groups. Firms having a cash stock ratio greater 

than the mean are considered high-cash firms while firms having a cash stock ratio lower than the 

mean are considered low-cash firms. Similarly, for each growth variable, we divide the sample 

between high-growth and low-growth firms if observations are above or below the mean of their 

respective growth proxy. Thus, for both hypotheses, each growth variable has its unique dummy 

variable. For the second hypothesis, the dummy variable is equal to one for firms having 

simultaneously high growth and low cash and zero otherwise. For the fourth hypothesis, the 

dummy variable is equal to one for firms having simultaneously low growth and high cash and 

zero otherwise. Like Gay (1998), the dummy variable is a standalone variable or in conjunction 

with each growth variable in the regressions of the second and fourth hypotheses.   

4. CONTROL VARIABLES 

In addition to the growth and dummy variables, I introduce control variables in the regressions 

to control for factors other than the underinvestment problem that may drive managers to undertake 

risk management practices.  

Hedging may be driven by the reduction in expected taxes. In the model developed by Smith 

and Stulz (1985), they find that when the taxation function of a firm is convex, hedging policy can 

reduce expected tax payments with hedging. A convex tax function occurs in the presence of items 
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such as foreign tax credits, tax loss carry forwards, tax-related progressivity, and others. To control 

for a tax function that may incentivize managers to use risk management, I introduce the “tax save” 

control variable. This variable is constructed based on Graham and Smith (1999). 

Previous research has suggested that convertible debt and preferred stock could be employed 

by firms as alternatives to derivatives as risk management tools. Theory suggests that convertible 

debt can mitigate the bondholder-shareholder agency conflicts. In the past, authors have made 

some contradictory arguments about the use of convertible debt and preferred stock as a substitute 

for hedging. For example, Nance, Smith, and Smithson (1993) argue that firms may employ 

convertible debt and preferred stock to mitigate the agency costs and costs related to financial 

distress, and thus it may be used by managers as a substitute for hedging instruments.  On the other 

end, although finding non-significant results in their empirical tests, Bartram et al. (2003) argue 

that these securities act as complements rather than substitutes. To control for potential hedging 

alternatives, I introduce both preferred stock and convertible debt as control variables in the 

regressions. The preferred stock control variable is calculated as the ratio of a firm’s preferred 

stock over its market value of equity. Similarly, the convertible debt control variable is calculated 

as the ratio of a firm’s convertible debt over its market value of equity.  

Managerial risk aversion may also play a role in corporate hedging policy. Managers who have 

concave compensation functions with respect to firm value have a monetary incentive to reduce 

the firm’s volatility of cash flows and thus undertake risk management practices (see Smith and 

Stulz, 1985). As a proxy for managerial risk aversion, I introduce the control variable “CEO 

number of options” in the various regressions. It is calculated as the number of stock options held 

by the firm’s CEO (times 10,000) at the end of the quarter (see Dionne and Mnasri, 2018).  

Problems associated with information asymmetry, transparency, and governance may push 

managers to undertake hedging practices that will reduce the risk related to a firm’s cash flows.  I 

apply two proxies to control for potential information asymmetry problems, institutional 

ownership, and the number of analysts following a firm. Firms whose ownership is composed of 

a greater proportion of institutional investors and who are followed by a greater number of analysts 

are expected to have less information asymmetry. Institutional ownership is simply calculated as 

the percentage of a firm’s shares that are held by institutional investors. The number of analysts 
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variable is the number of analysts who follow the firm and have issued a forecast of the firm’s 

earnings. 

There are also numerous other motivations for risk management such as the lack of liquidity 

or dividend payments. To control for such motivations, I introduce the liquidity ratio and the 

dividend payout control variables. The liquidity ratio variable is constructed as a firm’s book value 

of cash and cash equivalents divided by the book value of its current liabilities. On the other end, 

the dividend payout variable is a dummy variable, equaling one if the firm declared dividends 

during the quarter and zero otherwise. 

The remaining control variables are a set of oil and gas-related controls that are included to 

account for other differences in firm characteristics or market-related factors that may drive 

hedging decisions. These variables include oil and gas geographic diversification, gas reserve (in 

log), oil and gas price volatility, oil and gas spot price, and oil and gas production risk. These 

variables’ constructions are further detailed and explained by Dionne and Mnasri (2018) and in 

Table 4.  

D. METHODS OF ESTIMATION 

As for the methodology, I apply both univariate and multivariate analyses to test the various 

hypotheses. For hypotheses 2 and 4, I apply the univariate test of the difference between two means 

of two different samples. To push further the analysis, a probit model estimates the various 

coefficients of the four hypotheses. Robust standard errors are computed across all regressions. 

Moreover, all explanatory variables are lagged by one period at the firm-specific level. Further 

details about the construction of the regression equations are presented in the next section. 

 

IV. EMPIRICAL RESULTS 

This section presents the results of the tests for the four hypotheses. As mentioned earlier, these 

hypotheses are tested through univariate and multivariate analyses.  
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A. UNIVARIATE ANALYSIS 

Before looking at the results of the four hypotheses, I first conduct a univariate analysis of the 

difference between two means of oil producers’ characteristics by their oil hedging intensity. The 

results are presented in Table 5 in section VI. The data contains only firms whose hedge ratios for 

the current year (HR0) are non-zero. The data is then split between firms having hedge ratios for 

the current year lower than the 1st quartile (1) and those having hedge ratios for the current year 

higher than the 3rd quartile (2).  

The univariate analysis shows significant differences in firm characteristics based on their 

hedging intensities. The results suggest that the relation between a firm hedging intensity and its 

growth opportunities varies based on the growth proxy used. As initially predicted, the tax save 

mean is significantly higher for the high hedging group than for the low hedging group. This result 

suggests that firms hedge to reduce their expected tax liabilities. I find that firms in the low hedging 

intensity group have a higher convertible debt mean, suggesting that those firms employ 

convertible debt as an alternative for hedging. Moreover, the results show that the hedging 

intensity of a firm is positively related to its level of financial constraints. Indeed, the high hedging 

group has significantly higher leverage, a lower liquidity ratio, and a lower dividend payout than 

the low hedging group, which is in line with the literature.  

In terms of management risk aversion, I find that firms having a CEO with a greater number 

of options engage further in risk management practices. This result is inconsistent with what is 

predicted as we would expect out-of-the-money option holders to increase the risk associated with 

the firm’s cash flows to increase the expected value of the options. However, the moneyness of 

the options may also play an important role in the managers’ decision to hedge. Related to the 

information asymmetry of a firm, I find that a firm’s hedging intensity is negatively correlated to 

its institutional ownership and to the number of analysts following the firm. This result is 

consistent with the conjecture that firms with lower information asymmetry do not hedge as much 

as firms with high information asymmetry. In terms of operational constraints, I find that firms 

with lower gas reserves, lower geographic diversification, and higher production risk hedge to a 

higher extent.  
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B. MULTIVARIATE ANALYSIS 

The following subsections present the results of the four hypotheses, tested with probit models. 

Compared to Table 5, the sample size is reduced to 803 observations for the following tables due 

to manipulations necessary to lag the explanatory variables and the use of different growth 

measures.  

1. TEST OF HYPOTHESIS 1 

The first hypothesis states that firms with greater investment opportunities will make greater 

use of derivatives. As mentioned earlier, the dependent variable (𝑌𝑡) in the probit models is a 

dummy variable that takes the value of one for firms having hedging ratios (HR0) higher than the 

3rd quartile and zero for firms having hedging ratios (HR0) lower than the 1st quartile. The relation 

between a firm’s hedging ratio and the set of growth and control variables is estimated with the 

following regression equation:  𝑌𝑡 =  𝛽0 + 𝛽1Growth𝑖,𝑡−1 + 𝛽2,…,19Control𝑡−1 + 𝑢𝑡   𝑖 = 1, … , 6   

I repeat this equation six times for each of the six growth variables (𝑖 = 1, … , 6) that were 

described in the methodology section.  

Table 6 presents the results of this first hypothesis. I find that four growth variables out of 

six have a negative coefficient, while only two of those (market-to-book ratio and Tobin’s Q) are 

statistically significant at the 5% level. This suggests that a firm hedges more when it has a lower 

market-to-book ratio and lower Tobin’s Q, which is contrary to the initial hypothesis. It is not 

surprising that the market-to-book ratio and Tobin’s Q variables provide similar results as Tobin’s 

Q is a potential proxy improvement for the market-to-book ratio in this regression. On the other 

end, the oil reserve variable is positive and statistically significant at the 1% level, suggesting that 

a firm having a higher oil reserve tends to hedge more. These results suggest that the relation 

between risk management and a firm’s investment opportunities varies based on the growth proxy 

that is used. As for the control variables, leverage, liquidity, dividend payout, oil and gas 

geographic diversification, and oil spot price are statistically significant across all six regression 

columns.  

In their research, Mian (1996) and Gay (1998) ran a similar regression but with hedgers 

and non-hedgers. Since I removed non-hedgers for the purpose of this test, I also tested the same 
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regression using non-hedgers instead of the low quartile hedgers to be able to compare with the 

results obtained by Mian (1996) and Gay (1998). To conduct this alternative test, I replaced the 

low quartile hedgers with firms whose hedge ratios are zero across the entire time period. The 

sample for this regression included 1188 firm-quarter observations, 854 of which were non-

hedgers. Like the previous regression, four out of six variables have negative coefficient signs 

while the oil reserve coefficient is still positive and statistically significant at the 1% level. 

However, the market-to-book ratio and Tobin’s Q variables are not statistically significant using 

this alternative method of testing.  

2. TEST OF HYPOTHESIS 2 

The second hypothesis states that firms having simultaneously high growth opportunities and 

low liquidity levels tend to hedge more. The rationale behind this hypothesis is to isolate firms for 

which the underinvestment problem is prone to be most important and see if there are any 

differences in those firms’ hedging practices. To test this hypothesis, I apply both univariate 

analysis and a probit regression model.  

For the univariate test, the sample is divided into two groups. The first group is composed of 

firms having growth opportunities higher than the sample average and a liquidity ratio lower than 

the sample average, simultaneously. Similarly, the second group is composed of firms having 

growth opportunities higher than the sample average and a liquidity ratio higher than the sample 

average, simultaneously. The results of the mean differences are reported in Table 7. While five 

out of six growth variables report higher hedging ratios for the high growth, high liquidity group, 

none of the six mean differences is statistically significant. 

For the multivariate analysis of the second hypothesis, I introduce a dummy variable (D1) for 

each growth variable that takes the value of one for firm-quarter observations having 

simultaneously high growth opportunities and a low liquidity ratio and zero otherwise. Like Gay 

(1998), I also introduce the dummy variable multiplied by its respective growth variable as an 

explanatory variable. The model equation is the following:  

𝑌𝑡 =  𝛽0 + 𝛽1Growth𝑖,𝑡−1 +  𝛽2𝐷𝑗,𝑡−1 +  𝛽3𝐷𝑗,𝑡−1 ∗ Growth𝑖,𝑡−1+ 𝛽4,…,21Control𝑡−1 + 𝑢𝑡 𝑗 = 1, … , 6  

The results of this regression are presented in Table 8. The main variable of interest in the table 

is the dummy variable (D1). A positive dummy variable coefficient would suggest that firms 
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having simultaneously high growth opportunities and a low liquidity ratio tend to hedge their risk 

exposures more. The results obtained in Table 8 are somewhat inconclusive. Three of the six 

dummy variable coefficients are positive while the other three are negative. However, the dummy 

variable coefficient of the R&D growth variable (column 3) is positive and statistically significant 

at the 1% level. This suggests that firms having high costs incurred for investment in oil and gas 

reserves relative to their size concurrent with low liquidity levels tend to hedge more. The dummy 

variable multiplied by its respective growth variable coefficient is measuring the level of 

sensitivity between derivatives use and growth opportunities. I find that none of those variables 

are statistically significant.  

3. TEST OF HYPOTHESIS 3 

The third hypothesis stipulates that firms with a greater correlation between cash flows and 

investment expenses will employ derivatives less. To test this hypothesis, I apply a probit model 

in which I introduce two different measures of correlation. The first one is the correlation between 

capital expenditures and free cash flows. The results of the regressions are presented in Table 9. 

The second one is the correlation between the costs incurred for investments in oil and gas reserves 

and free cash flows. Those results are presented in Table 10. The relation is tested by applying the 

following equation:  

𝑌𝑡 =  𝛽0 + 𝛽1Growth𝑖,𝑡−1 +   𝛽2Correlation𝑡−1 + 𝛽3,…,20Control𝑡−1 + 𝑢𝑡   

𝑖 = 1, … , 6  

The variable of interest in Tables 9 and 10 is the correlation variable. A positive correlation 

would suggest that firms having a greater correlation between their cash flows and their investment 

opportunities hedge more, which is against the third hypothesis.  

In Table 9, I find that the correlation between capital expenditures and cash flow coefficients 

is negative across all six growth proxies. Although not statistically significant, these results are in 

line with the third hypothesis. Similarly, in Table 10, I find that the correlation between costs 

incurred, and cash flow coefficients are negative and statistically significant across each growth 

variable. Since those results are statistically significant, it confirms the third hypothesis that firms 

having a higher correlation between cash flows and investment expenses hedge less than the other 

firms.   
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4. TEST OF HYPOTHESIS 4 

The last hypothesis states that firms with fewer investment opportunities concurrent with 

high liquidity ratios will make greater use of derivatives than similar firms with low liquidity 

ratios. The rationale for this hypothesis is to see if the overinvestment problem may also explain 

firms’ corporate hedging policies by looking at the hedging practices of firms for whom the 

overinvestment problem is most important.  

To test this hypothesis, I apply a similar process as the second hypothesis. I first start with a 

univariate analysis in which I divide the sample into two different groups. The first group is 

composed of firm-quarter observations having growth opportunities lower than the sample mean 

concurrent with a liquidity ratio higher than the sample mean. On the other end, the second group 

includes firm-quarter observations having both growth opportunities and liquidity lower than the 

sample mean. The test of the mean differences is presented in Table 11. I find that four out of six 

variables have a higher hedging ratio for the low growth, low liquidity group. Just like the 

second hypothesis, this result is inconclusive as none of the mean differences are statistically 

significant.  

For the multivariate analysis of the fourth hypothesis, I introduce a dummy variable (D1) for 

each growth variable that takes the value of one for firm-quarter observations having 

simultaneously low growth opportunities and a high liquidity ratio and zero otherwise. Just like 

the second hypothesis, I also include the dummy variable in conjunction with its respective growth 

variable as an explanatory variable. The model equation is the following:  

𝑌𝑡 =  𝛽0 + 𝛽1Growth𝑖,𝑡−1 +   𝛽2𝐷𝑞,𝑡−1 + 𝛽3𝐷𝑞,𝑡−1 ∗ Growth𝑖,𝑡−1+ 𝛽4,…,21Control𝑡−1 + 𝑢𝑡  𝑞 = 1, … , 6 

The results are presented in Table 12. Just like in Table 8, the main variable of interest is 

the dummy variable (D1). I find that five out of six dummy variable coefficients are negative. 

However, only the Tobin’s Q variable is statistically significant at the 5% level. This result 

suggests that there is a negative relation between firms having a low Tobin’s Q concurrent with 

high liquidity and hedging intensity. Indeed, a negative dummy variable coefficient means that 

firms that are more prone to the overinvestment problem tend to hedge less than the other firms. 

As for the dummy variables multiplied by their respective growth proxy, the coefficient of the 

conjunction between the dummy variable and the P/E ratio is negative and statistically significant 
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at the 5% level. This result suggests that for firms that have a low P/E and high liquidity, there is 

a lower level of sensitivity between risk management and growth opportunities. Overall, the 

findings do not support the fourth hypothesis on the overinvestment problem.

  

V. CONCLUSION 

Using a sample of U.S. oil producers, this research revisits the underinvestment problem, as a 

determinant of corporate hedging policy. I test the three hypotheses developed by Gay (1998) and 

an additional hypothesis inspired by the proposition made by Morellec and Smith (2007) that the 

overinvestment problem is also a determinant of firms’ hedging decisions. Using six different 

proxies for investment opportunities, I find that the relation between a firm’s hedging intensity and 

its investment opportunities varies based on the proxy used. Firms that have high investments in 

oil and gas reserves hedge more when they also have low liquidity levels. I also find that firms 

having a higher correlation between cash flows and investment expenses hedge less than the other 

firms, which is consistent with the literature. Finally, I find results that are contradictory to the 

overinvestment problem proposed by Morellec and Smith (2007). Further developments on the 

subject could help to get a clearer understanding of the real implications of the underinvestment 

problem with regard to hedging policy. Indeed, more robust regressions with the use of an 

instrumental variable could help reduce potential endogeneity problems such as reverse causation. 

Dionne and Mnasri (2018) have revisited the real implications of risk management by using the 

instrumental variable approach to correct potential endogeneity issues present in the existing 

literature. While finding the right instrument for growth opportunities remains a challenge, a 

similar method could be developed in the case of the underinvestment problem.
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